Knowledge-based region labeling for remote sensing image interpretation
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Abstract

The increasing availability of High Spatial Resolution (HSR) satellite images is an opportunity to characterize and identify urban objects. Thus, the augmentation of the precision led to a need of new image analysis methods using region-based (or object-based) approaches. In this field, an important challenge is the use of domain knowledge for automatic urban objects identification, and a major issue is the formalization and exploitation of this knowledge. In this paper, we present the building steps of a knowledge-base of urban objects allowing to perform the interpretation of HSR images in order to help urban planners to automatically map the territory. The knowledge-base is used to assign segmented regions (i.e. extracted from the images) into semantic objects (i.e. concepts of the knowledge-base). A matching process between the regions and the concepts of the knowledge-base is proposed, allowing to bridge the semantic gap between the images content and the interpretation. The method is validated on Quickbird images of the urban areas of Strasbourg and Marseille (France). The results highlight the capacity of the method to automatically identify urban objects using the domain knowledge.
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1. Introduction

Urban planners are interested in up-to-date land cover and land use information on urban objects at several spatial (1:100,000 to 1:5,000) and temporal scales. Acquiring automatically this information is complex, difficult and time-consuming if traditional data sources (e.g. ground survey techniques) are used. The increasing availability of remotely sensed images with Medium Spatial Resolution (MSR) from 30 to 10m or High Spatial Resolution (HSR) from 5 to 1m is an opportunity to characterize and identify these objects into urban and peri-urban areas [44]. Images can be exploited to provide this spatial information, which can also be easily integrated in urban GIS platforms.

Image interpretation is a difficult task and can be defined as the extraction of the image semantic. It consists in obtaining useful spatial and thematic information on the objects by using human knowledge and experience [24, 27]. In this domain, differences are observed between the visual interpretation of the spectral information and the semantic interpretation of the pixels, mainly due to different levels of abstraction. The semantic is not always explicitly contained in the image and depends on domain knowledge and on the context. This problem is known as the semantic gap [37] and is defined as the lack of concordance between low-level information (i.e. automatically extracted from the images) and high-level information (i.e. analyzed by urban experts). In order to reduce the semantic gap, image analysis methods using region-based (or object-based) approaches with domain knowledge are developed [23, 5]. These methods involve the segmentation of the images into homogeneous regions and the characterization of the regions with a set of spectral (e.g. spectral signature, spectral index), spatial (e.g. shape index) and topological (e.g. adjacency, inclusion) features. Region-based classification is known to achieve better results than pixel-based classification [11] for processing HSR images. However, only few initiatives have focused on the use of domain knowledge for classifying urban objects [4], and a major issue in these approaches is therefore domain knowledge formalization and exploitation. Building a knowledge-base is a difficult task because the knowledge is most of the time implicit and held by the domain experts.

The aim of this paper is to highlight the benefits of using a knowledge-base (KB) for automatic regions labeling in order to store expert knowledge and to use it to automate image interpretation. The contribution of this paper is twofold. First, we present the building steps of a knowledge-base adapted to the interpretation of HSR images. A key issue is to identify appropriate concepts in terms of external structure (i.e. a hierarchy) and, in terms of internal definition (i.e. the attributes and their domain values) to describe the thematic objects for mapping the territory. In particular, we describe an attributes-filling
2. Knowledge-based systems for image analysis

Knowledge-based systems (KBS) are becoming more and more important in various domains despite the fact that they are still complex to produce [20]. Indeed, acquiring and representing the knowledge of a domain is often a tedious process and the multiple steps involved in the creation of the knowledge-base can be very different according to the studied domain. This heterogeneity led to an abundance of propositions and the expert is often lost when the time comes to choose a solution. However, the advantages of representing and storing domain knowledge are undeniable. Indeed, it is then possible to produce intelligent systems based on the use of the acquired knowledge and to better explain and understand the domain under consideration.

Knowledge-based systems have proved to be effective for complex object recognition and for image analysis. For instance, the Sigma [26] and Schema [15] systems performed image analysis on aerial images by using several descriptors of the objects. These systems give access to a high semantic level but are strongly domain-dependent as they integrate prior knowledge on the image [12]. Their main drawback is that the knowledge is not clearly separated from the procedure. Alternatively, [10] proposed a model of knowledge in the framework of landscape planning, with a particular emphasis on cultural landscape, to resolve conceptual misunderstandings and semantic ambiguities, and to provide a precise and accurate description of the current state of the knowledge. In the domain of image segmentation and object labeling, their exist some previous work trying to benefit from a representation of expert knowledge on the objects to extract and label. For example, [2] proposed a new framework for automatic image annotation, guided by expert knowledge represented by an ontological knowledge base. A region growing segmentation algorithm is driven by new similarity measures and merging criteria defined at a semantic level. In [9], the authors presented a fuzzy shape annotation approach for automatic image labeling. The method is based on a fuzzy clustering algorithm, partially supervised by information on the shape of the object and textual labels related to semantic categories. In the remote sensing field, the Institut für Theoretische Nachrichtentechnik und Informationsverarbeitung\textsuperscript{1} made a lot of effort since many years for incorporating a priori knowledge into the image interpretation process [39, 7, 8]. Their GeoAIDA system uses a semantic net to model a priori knowledge on the objects in the studied scene. A multi-level semantic segmentation is proposed, built by the collaboration of multiple segmentation algorithms controlled by external operators evaluating the interpretation hypothesis made by the different methods.

A classical way to build a knowledge-base is to use an ontology. An ontology can be defined as a simplified view of the world, which is represented for specific purpose [21]. It defines a set of representational terms called concepts, their characteristics and their relationships. It is the result of a consensus in a user community to clarify the communication. An ontology can have a different representation according to its level of expressivity. It can simply be composed of a taxonomy but can also carry complex axioms about the domain concepts. Depending on the building process, an ontology can be generic or domain-dependent. Therefore, recent works have proposed to use

\begin{itemize}
\item Knowledge extraction
\item Region labeling
\end{itemize}

\textsuperscript{1}TNT, University of Hannover, Germany
ontologies to describe more clearly the knowledge of the studied domain. In [45], spatial relations between concepts are used to merge regions and to recognize objects. The exclusive use of spatial relations is however not possible in the case of remotely sensed images. This work points out the differences between domain knowledge and procedures. In a same way, [25] proposed an ontology-based object learning and recognition system for image analysis. An interesting point is the separation of a local matching and a global matching procedure (i.e. the global matching combines the probabilities computed during the local matching). The descriptors used for the matching correspond to visual concepts which are acquired during the learning phase. The matching function is then dependent of these visual concepts. The authors state that the global matching should take into account the hierarchy of the ontology. Although, this kind of system needs a time consuming learning step, and also requires the expert to produce examples for each of the concept he is looking for.

Many other works on image analysis tried to benefit from building an ontology. In [13], an ontology-based object detection using a segmentation process for video analysis is proposed. [6] used a neural network method to classify objects in pre-defined classes. Both systems determine if the image may be classified by a concept from an ontology. In [30], the authors proposed a genetic algorithm of ontology-driven semantic image analysis. Some low-level descriptors are extracted from the image and are used to match with the ontology. A set of hypothesis (i.e. a list of possible concepts and their degrees of confidence) are then tested with a genetic algorithm to determine the optimal image interpretation. Only spatial relations (8 directional relations) are used by the system. In [1], the authors present a framework for simultaneous image segmentation and object labeling using an ontology in the domain of multimedia analysis.

In the field of remote sensing several propositions involving the construction of an ontology exist. For example, [17] presented a reflexion about the construction and the use of ontologies at different levels of Geographic Information System (GIS). They proposed an ontology-driven GIS that acts as a system integrator. In this system, an ontology is a component, such as the database, cooperating to fulfill the system’s objectives. In another initiative, [40] proposed a framework for ontology-based geographic data set integration, an ontology being a collection of shared concepts. Components of this formal approach are an ontology for topographic mapping (i.e. a domain ontology), an ontology for every geographic data sets involved (i.e. the application ontologies), and abstraction rules (i.e. capture criteria). It is common in GIS to use multiple ontologies to represent different levels of knowledge. The main advantage is to efficiently separate the different kind of knowledge but it leads to complex systems which are difficult to understand as a whole.

Although these work using ontologies are interesting, they rarely tackle the problem of actually identify the concepts present in the created ontology. Indeed, they often describe in details meta-data about the representation, the hierarchy of concepts but often omit an important part: does the modeled knowledge can be used in remote sensing image interpretation? Our goal in this paper is to propose an actionable representation of the knowledge for image interpretation. In the following sections we present the different steps of the construction and the use of our knowledge-base.

3. Construction of the knowledge-base

The use of domain-dependent knowledge-base (KB) for object analysis from HSR images presents two main challenges: the first is the extraction of the semantic (or thematic) concepts adapted to HSR images and the second is the actual construction of the KB. There are no standard type of KB available for all the domains of application [29, 43]. In agreement with [41], we used a 3-steps methodology to construct our KB. We started by identifying the concepts needed for mapping the urban territory from HSR images. In Section 3.1, we detail the gap between these concepts and their identification in HSR images. Then, we describe in Section 3.2 the urban objects identifiable in such images. Finally, we present in Section 3.3 an implementation of the KB in a computer usable form.

3.1. Step1: Identification of the concepts

A lot of land cover/land use terms exist, which represents the linguistic expression of the urban scene knowledge. Nevertheless, several terms correspond to urban objects which are not always identifiable on the images depending of their spatial resolution. In fact, there is a wide range of object nomenclatures for remotely sensed data such as the Corine Land Cover nomenclature defined for Landsat images (30m spatial resolution), the Spot Thema nomenclature defined for Spot images (5m to 20m) or the French national landcover database BD-Carto IGN © (defined for aerial photographs and Spot images). All these nomenclatures built from MSR images are adapted to map urban areas from 1:100,000 to 1:50,000 (Table 1). A fourth level is commonly added by users to map urban area with a scale of 1:25,000 allowing for instance to specify the density of an urban fabric [3] (Table 2, left column). Nowadays, it is possible to extract urban objects (e.g. house, garden and road) from HSR images. This allows to map individual objects with their material (e.g. houses with orange tile roof) corresponding to a scale near of 1:5,000 (Table 2, right column).

In the domain of urban planning and management, some users also need to map the territory at the scale of the urban blocks (i.e. which can be defined as a minimal cycle closed by communication way) corresponding to a scale near of 1:10,000. In this case, there is no existing available land cover/land use product. The MSR images
Table 1: Extract of the Corine Land Cover Nomenclature used to map urban area

<table>
<thead>
<tr>
<th>1:100,000 Level 1</th>
<th>1:100,000 Level 2</th>
<th>1:50,000 Level 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2. Industrial, commercial and transport units</td>
<td>1.1.2. Discontinuous urban fabric</td>
<td></td>
</tr>
<tr>
<td>1.3. Mine, dump and construction sites</td>
<td>1.2.1. Industrial or commercial unit</td>
<td></td>
</tr>
<tr>
<td>1.4. Artificial, non agricultural vegetated areas</td>
<td>1.2.2. Road and rail networks</td>
<td></td>
</tr>
<tr>
<td>1.2.3. Port areas</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2.4. Airports</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3.1. Mineral extraction sites</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4.1. Green urban areas</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4.2. Port and leisure facilities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Agricultural areas</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Forest and semi-natural areas</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Wetlands</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Waterbodies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.1. Inland waters</td>
<td>5.1.1. Water courses</td>
<td></td>
</tr>
<tr>
<td>5.1.2. Water bodies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.2. Marine waters</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

have a too coarse spatial resolution and HSR images have a too fine spatial resolution to map urban blocks. Thus, it is necessary to add an intermediate level (Table 2, middle column).

3.2. Step 2: Formalization of the concepts

These new urban concepts based on HSR images have to be translated into objects directly identifiable on images at this specific spatial resolution. These objects are called single object if one group of homogeneous pixels (referred here as region) is sufficient to identify one of them. For example, at a metric resolution, an object can correspond to a house, level 6 (Fig. 2(a)). Alternatively, it is called an aggregate object if several groups of homogeneous regions are necessary to identify it. For example, at a metric resolution, an aggregate object can correspond to an individual urban block, level 5, composed of houses, gardens, streets, etc. (Fig. 2(b)).

In this work, we described these objects using a dictionary, adapted from [31], which contains three categories of information:

1. Some characteristics to identify the objects: name, representation in a GIS database (e.g. point, polyline or polygon), type of object (e.g. single, aggregate), range of spatial resolution at which the object is identifiable;
2. A qualitative description of the object (e.g. textual definition);
3. A list of relevant indicators used in the photo-interpretation domain to characterize these objects, classed by their relative importance respectively: color, shape, texture [28], context or spatial relationships (Table 3, left column)

These qualitative descriptors have to be translated into quantitative low descriptors according to the analyzed image. For example, the low-level descriptors associated to the color information depend on the radiometric reflectance of the objects and on some indexes calculated from this reflectance. The table 3 presents the low-descriptors we used in this work.

Each object type is associated to an urban concept and each qualitative descriptor is associated with a low-level quantitative attribute. We focused our work on identify single object as it is the first step before considering trying to identify aggregate objects. We present in the following the implementation of the knowledge-base.

3.3. Step 3: Implementation of the knowledge-base

Experiments carried out at the 6th level shown that it is very difficult on the one hand, to define exactly the right range of accepted values for each attribute for each concept, and on the other hand, to extract objects from the HSR images. In fact, some concepts can be difficult to discriminate. For example, it is difficult to discriminate between house with orange tile roof and orange bare soil from tennis court or between water and shadow. The ability to discriminate forest and tree depends for example of the quality of the image segmentation. To address these problems, we built a KB which allows to generalize the urban concepts that are difficult to discriminate. To
Table 2: Extract of the taxonomy added to map urban area on MSR and HSR images

<table>
<thead>
<tr>
<th>Level</th>
<th>Area level</th>
<th>Block level</th>
<th>Urban object level</th>
</tr>
</thead>
</table>
| 1:25,000 | • High-density urban fabric  
  • Low-density urban fabric  
  • Industrial areas  
  • Forest zones  
  • Agricultural zones  
  • Water surfaces  
  • Bare soil  
| 1:10,000 | • Continuous urban blocks  
  • Discontinuous urban blocks  
  - Individual urban blocks  
  - Collective urban blocks  
  • Industrial urban blocks  
  • Urban vegetation  
  • Forest  
  • Agricultural zones  
  • Water surfaces  
  • Road  |
| 1:5,000 | • Building/roofs:  
  - orange tile roof, . . .  
  - light gray residential roof,  
  - Vegetation: green vegetation,  
  - non-photosynthetic veg., . . .  
  • Transportation:  
  - street, parking lots, . . .  
  • Water surfaces:  
  - river, natural water bodies, . . .  
  • Bare soil  
  • Shadow |

Table 3: The descriptor classes and the low-level descriptors identified to characterize the regions

<table>
<thead>
<tr>
<th>Class of descriptor</th>
<th>Low level desc.</th>
<th>Numbers of low level descriptors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color</td>
<td>Reflectance: Range of observed values in 4 spectral bands: Blue (B) - Green (G) - Red (R) - near-infrared (NIR)</td>
<td>4</td>
</tr>
<tr>
<td>Shape</td>
<td>Range of observed values of area, perimeter, elongation,</td>
<td>2</td>
</tr>
<tr>
<td>Texture</td>
<td>Range of observed values of the homogeneity index and the variance derived from the co-occurrence grey-levelmatrix</td>
<td>5</td>
</tr>
<tr>
<td>Context</td>
<td>Relationships: Adjacency, inclusion, composition, neighborhood</td>
<td>4</td>
</tr>
</tbody>
</table>

build the hierarchy of concepts, we used the order of importance of the descriptors. The KB we created (Fig. 3) corresponds to the 6th level and is composed of 91 concepts. Each concept has a label (e.g. Orange_House for individual houses with orange roof tiles) and is defined by attributes corresponding to the low-level descriptors. To precisely describe how the hierarchy of concepts is built and used, let us introduce some notations and definitions [16].

**Definition 1 (concept, sub-concept, depth).** Let Θ be the set of concepts, ≤Ω is a partial order between concepts, ∀(C₁, C₂) ∈ Ω², C₁ ≤Ω C₂ means that C₁ is a sub-concept of C₂. ρ(C) is the depth of the concept C in the hierarchy.

For example, C₁ = Orange_House is a sub-concept of C₂ = Orange_Building, ρ(C₁) = 5 (see Fig. 3).

**Definition 2 (specific attributes of a concept).** Let Fα be the set of attributes of the classes in α, specifically associated with the concept C ∈ Θ.

For instance, for the concept C = Orange_House, if the spectral attributes (spectral_signature_Blue, ...) and their values are inherited by the Orange_Building, they are not present in Fα(C). But an attribute overridden in C is present in Fα(C).

**Definition 3 (values and weight of an attribute).** Let a ∈ A be an attribute of a class in α ∈ Φ. We define V_C : A → [R; R] so that V_C(a) is the range of values for ‘a’ in the concept C ∈ Θ. Let ω(a, C) be the weight associated to the attribute ‘a’ for the concept C.

**Definition 4 (set of regions).** Let Γ be the set of regions.

**Definition 5 (feature value of a region).** Let a ∈ A be a feature of a (segmented) region R ∈ Γ. We define V'_R : A → R so that V'_R(a) is the value of ‘a’ for the region R.

The conception phase of the KB consisted in defining Θ, ≤Ω, Fα(C), ω(a, C), Φ and V_C(a). For all the concepts C, all the attribute values V_C(a) have to be provided by the expert or using learning algorithms. This allows to reduce the semantic gap between expert knowledge and image content. An example through the concept Orange_House, is described in table 4. Note that in general, it is rather difficult to draw knowledge from domain experts. The experts are rarely able to directly supply an explicit description of the knowledge they use for objects identification. In addition, acquiring knowledge this way is usually time consuming. This is a well-known problem within the artificial intelligence community. Thus, in order to ease the creation of the KB, we used machine learning techniques to automatically extract knowledge from the raw images. For example, to learn interpretable rules and build a reusable knowledge base, we used symbolic tools [35, 36]. This step was very important for the discussion with the experts, and helped to create the geographical KB content. The proposed KB was developed using Protégé [29], a free open-source software that provides tools to construct domain models and knowledge-based applications.

4. Knowledge-based region labeling

The proposed method which associates each region of an image to a concept of the KB (i.e. to assign a semantic label to each region) is composed of two main steps: the construction of the regions (Section 4.1) and the matching
of the regions with the KB to assign a semantic to each region (Section 4.2).

4.1. Regions building using a segmentation algorithm

A segmentation algorithm is applied on the image in order to obtain a set of regions. A region is a set of connected and spectrally homogeneous pixels. The regions are then characterized by assigning a set of low-level descriptors to each of them. A numerical value is calculated for each attribute. It is important to note that any segmentation method can be used. However, this step is a critical point of the global identification method. Indeed, the quality of the produced segmentation is very important and is strongly linked to the quality of the identification process. This point is discussed in further details in Section 5.1.

4.2. Regions labeling using the knowledge base

The regions and their features are the inputs of the KB-based object recognition. The aim of this step is to find the concepts of the KB that best match the regions. To carry out this comparison, we defined a matching measure and a traversing method of the hierarchy of concepts.

Matching score. The proposed matching mechanism is a feature-oriented approach. It consists in checking the validity of feature values of the region, according to the properties and the constraints defined in the concepts. However, as a region does not have a semantic structure, we cannot directly use measures like MDSM [33], or other matching measures [34]. A region can be matched with any concepts and the features of a region allowing the matching are not identical according to the studied concept. For example, the concept Orange_House is defined by several indexes (e.g. elongation, shape, etc.) and spectral attributes, while the concept Shadow is only defined with spectral attributes. Without a priori knowledge, this asymmetry involves to compute all the features for each region, even if the majority of them will not be used by the matching process. In order to take into account all these specificities, a matching measure based on a distance between the extracted features of a region and the observed values of the descriptors was proposed. The measure computes the relevance of a matching and is composed of a local component and a global component (i.e. evaluating the pertinence in the hierarchy of concepts).

The matching score $Score(R, C_i)$ between a region $R$ and a concept $C_i$ is based on the definition of a local similarity measure, that evaluates the similarity between a region and a specific concept of the hierarchy. Each attribute of the concept is compared to the corresponding attribute calculated on the region.

Definition 6 (degree of validity). Let $Valid(a, C, R)$ be the validity degree of an attribute ‘a’ between a region $R$ and a concept $C$. $Valid(a, C, R)$ is equal to:

$$
\begin{align*}
    Valid(a, C, R) &= \begin{cases} 
        1 & \text{if } V_R(a) \in [\min(V_C(a)); \max(V_C(a))] \\
        \frac{V_R(a)}{\min(V_C(a))} & \text{if } V_R(a) < \min(V_C(a)) \\
        \frac{\max(V_C(a))}{V_R(a)} & \text{if } V_R(a) > \max(V_C(a)) 
    \end{cases} 
\end{align*}
$$

Figure 3: Excerpt of the hierarchy of concepts.
Algorithm 1. Traversing algorithm of the KB.

Input: a region \( R \), a KB \( (\Theta, \Phi, \mathcal{V}_c(\alpha), \ldots) \), a set of attribute classes \( (\alpha) \), \( \text{maxDepth} \) and \( \text{minScore} \).
Output: the best label(s) and the matching score value.

\[
\begin{array}{l}
\text{depth} = 1; \quad \text{scoreMax} = \text{minScore}; \\
\mathcal{L}_\alpha(R) = \emptyset; \\
\mathcal{R}_C = \{\text{root}\}; \quad \text{scoreDepth} = 0; \quad \text{bestsDepth} = \emptyset; \\
\textbf{while} (\mathcal{R}_C \neq \emptyset \text{ and } \text{depth} \leq \text{maxDepth}) \textbf{do} \\
\quad \text{scoreDepth} = 0; \quad \text{Best} = \emptyset; \\
\quad \textbf{for all } C \in \mathcal{R}_C \textbf{ do} \\
\quad \quad s = \text{Score}_\alpha(R, C); \\
\quad \quad \textbf{if } (s == \text{scoreMax}) \textbf{ then} \\
\quad \quad \quad \mathcal{L}_\alpha(R) = \{C\}; \quad \text{scoreMax} = s; \\
\quad \quad \textbf{end if} \\
\quad \quad \textbf{if } (s > \text{scoreMax}) \textbf{ then} \\
\quad \quad \quad \text{bestsDepth} + = \{C\}; \\
\quad \quad \textbf{end if} \\
\quad \quad \textbf{if } (s > \text{scoreDepth}) \textbf{ then} \\
\quad \quad \quad \text{bestsDepth} = \{C\}; \quad \text{scoreDepth} = s; \\
\quad \quad \textbf{end if} \\
\quad \textbf{end for} \\
\quad \mathcal{R}_C = \emptyset; \\
\quad \textbf{for all } C_j \in \text{bestsDepth} \textbf{ do} \\
\quad \quad \mathcal{R}_C = \mathcal{R}_C \cup \{C|C_i \preceq \Theta C_j\}; \\
\quad \textbf{end for} \\
\quad \text{depth} + += \text{depth} + 1; \\
\textbf{end while} \\
\text{return } \{\mathcal{L}_\alpha(R), \text{score}\};
\end{array}
\]

Definition 7 (local similarity). Let \( \text{Sim}_\alpha(R, C) \) be the local similarity between a region \( R \) and a concept \( C \) using the attributes of each class in \( \alpha \).

\[
\text{Sim}_\alpha(R, C) = \frac{\sum_{a \in \mathcal{F}_a(C)} \omega(a, C) \text{Valid}(a, C; R)}{\sum_{a \in \mathcal{F}_a(C)} \omega(a, C)}
\]

Definition 8 (matching score). Let \( \text{Score}_\alpha(R, C) \) be the matching score between a region \( R \) and a concept \( C \), and \( \mathcal{P}(C) \) be the path starting from the root of the hierarchy and ending at the concept \( C \). \( \mathcal{P}(C) = \{C_j | C \preceq \Theta \ldots \preceq \Theta C_2 \preceq \Theta C_1\} \).

\[
\text{Score}_\alpha(R, C) = \frac{\sum_{C_j \in \mathcal{P}(C)} \rho(C_j) \text{Sim}_\alpha(R, C_j)}{\sum_{C_j \in \mathcal{P}(C)} \rho(C_j)}
\]

Traversing the hierarchy of concepts. To match a region with the KB, it is necessary to navigate in the hierarchy to find the best concept(s) for a region. A level-wise algorithm (Alg. 1) was developed to navigate in the hierarchy of concepts using heuristics to reduce the search space: if the region matches the current concept, the algorithm will go deeper in the hierarchy; if the matching fails, the current concept is dropped and its sub-concepts will not be explored. The \( \text{maxDepth} \) value defines the exploration maximal depth (i.e., the degree of detail). The \( \text{minScore} \) threshold is the minimal value of the matching score between a region and a concept to allocate the corresponding label to the region.

Definition 9 (labels identified for a region). We define \( \mathcal{L}_\alpha : \Gamma \rightarrow \Theta \) so that \( \mathcal{L}_\alpha(R) \) is the set of concepts (seen as labels) identified for the region \( R \) according to the attributes \( \mathcal{A}_\alpha \) and the \text{minScore} value.

\[
\mathcal{L}_\alpha(R) = \{C_i | \rho(C_i) \leq \text{maxDepth} \text{ and } \text{Score}_\alpha(R, C_i) \geq \text{minScore} \text{ and } \exists C_j \neq C_i \text{ Score}_\alpha(R, C_j) > \text{Score}_\alpha(R, C_i)\}
\]

5. Experiments on remote sensing images

In order to illustrate how the knowledge-base can be used for automatic image interpretation, we carried out two series of experiments on three urban districts of Strasbourg (North-East of France) and on a district of Marseille (South of France) using Quickbird images (Digital Globe©). The Quickbird sensors produce two kind of images: panchromatic images with low spectral resolution but a high spatial resolution, and multispectral images with a good spectral resolution but a low spatial resolution. Consequently, each panchromatic image (at 0.61m spatial resolution) were merged with the multispectral image (at 2.44m spatial resolution), using the UWT-M2 method \cite{32} to obtain an image at 0.61m spatial resolution with four spectral bands (Fig. 4).

All the districts are mainly composed of road (or parking), vegetation, water and small houses with gray or orange roofing tiles. Consequently, we focused our analysis to recognize the regions belonging to the concepts Vegetation, Water, Road, Orange_House and Gray_House of the KB. These concepts are the most relevant concepts to identify in urban areas according to geographer experts. For both cities, a set of manually labeled regions (i.e., ground truth) given by the expert were available. Some of the samples along with external information (i.e., topographic databases, expert knowledge, etc.) were used to fill the knowledge-base as described in the previous sections.

The Strasbourg knowledge-base was directly used for the labeling of the regions of the three districts of Strasbourg. For the district of Marseille, we performed the region labeling step by using three different knowledge-bases. Firstly, with the knowledge-base already used for the experiment on the Strasbourg districts. Secondly, with a knowledge-base created from information about the Marseille district. And finally, with a knowledge-base where the knowledge from Strasbourg and Marseille were merged. This experiment aimed at highlighting the ability of the KB to evolve and to leverage from new knowledge sources.

In the experiments, the segmentations of the images were computed using a supervised segmentation algorithm.
This segmentation algorithm uses a fuzzy pixel classification using a k-Nearest Neighbor classifier and the watershed transform [38] applied on the fuzzy classification result.

5.1. Experiment on Strasbourg districts

The first step of the identification process is to segment the image in order to produce the set of regions to identify. An extract of the segmentation obtained from the District I and corresponding to the red square on figure 4(a) is presented on figure 5(b). For a better understanding of the scene, an aerial photography corresponding to the considered area is displayed on figure 5(c).

Once this segmentation produced, we used the KB to identify the regions. In order to evaluate if the results obtained using our method were in agreement with the ground truth given by the expert (Fig. 6(a)), we computed the precision, recall and the F-measure [42], according to different values of the minScore parameter (Section 4). For the F-measure, a value of 1 means that the result is in agreement with the ground truth. The table 5 presents the average values of the three indexes for the three dis-
districts of Strasbourg with in bold, the maximal value of each index. As the method is deterministic, with the same parameters set, two runs provide exactly the same results. From these results, one can see that the precision increases with the minScore while the recall decreases. This result is consistent as the method tends to be more restrictive when the minScore increases. This result means that the method identified a fewer number of regions but with a higher confidence. One can also observe from the results that the best value for minScore is in [0.75, 0.85] regardless to the image.

5.1.1. Detailed results for District I.

The table 6 presents the detailed results for the District I: for each concept, for different values of minScore, it presents the values of the indexes according to the ground truth. From this table, one can see that the concepts Vegetation and Water are very well identified, except when minScore= 1. In that case, the recall rate for the Water class is 0.276. It can easily be explained: when the expert defined the ground truth, he made one and only one area representing the river visible on the right of the image. In addition, reflections of the sun and turbulence in the water show the surface clearer than defined in the knowledge-base. The concept Road has good precision values and the recall values are acceptable. The precision values for the Building concept are relatively good but the recall values are very low.

The percentage of recognized objects and the percentage of the corresponding area in the image (i.e. the number of pixels from all the recognized objects) according to the minScore values, are illustrated in figure 7. The curves show that a major part of the image is recognized, and thus labeled. With minScore= 1, 18.9% of the objects are recognized corresponding to 53.7% of the image area. With minScore= 0.98, 37.9% of the objects are identified and 66.2% of the image area. These results are promising: the majority of unlabeled objects correspond to small objects built from not properly segmented regions. The figure 6(b) shows the result of the identification of the District I with a minScore of 0.98.

It is also important to note that some houses are not correctly segmented: the corresponding regions are sometimes composed of some pixels from shadow and vegetation. Thus, these houses could present features which do not correspond to the values defined in the knowledge-base, especially for the elongation indexes. Furthermore, very close buildings are sometimes grouped into only one single region and consequently, these regions cannot match with any concept of the knowledge-base. The opposite problem is encountered with the roads which are often over-segmented. In the following, we studied the influence of the segmentation step on the quality of the identification results.

Table 5: Assessment of the results of the identification according to the different Strasbourg districts.

<table>
<thead>
<tr>
<th>District (Fig. 4)</th>
<th>minScore</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strasbourg I</td>
<td>0.75</td>
<td>0.859</td>
<td>0.859</td>
<td>0.859</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.859</td>
<td>0.858</td>
<td>0.859</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.861</td>
<td>0.857</td>
<td>0.859</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.864</td>
<td>0.854</td>
<td>0.859</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.876</td>
<td>0.837</td>
<td>0.856</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.881</td>
<td>0.660</td>
<td>0.755</td>
</tr>
<tr>
<td>Strasbourg II</td>
<td>0.75</td>
<td>0.824</td>
<td>0.824</td>
<td>0.824</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.826</td>
<td>0.824</td>
<td>0.825</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.829</td>
<td>0.821</td>
<td>0.825</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.836</td>
<td>0.816</td>
<td>0.826</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.858</td>
<td>0.777</td>
<td>0.816</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.999</td>
<td>0.533</td>
<td>0.695</td>
</tr>
<tr>
<td>Strasbourg III</td>
<td>0.75</td>
<td>0.862</td>
<td>0.861</td>
<td>0.861</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.864</td>
<td>0.858</td>
<td>0.861</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.864</td>
<td>0.855</td>
<td>0.860</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.915</td>
<td>0.576</td>
<td>0.707</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.956</td>
<td>0.164</td>
<td>0.281</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>1.000</td>
<td>0.067</td>
<td>0.126</td>
</tr>
</tbody>
</table>

Table 6: Results according to different minScore values for District I.

<table>
<thead>
<tr>
<th>District (Fig. 4)</th>
<th>minScore</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strasbourg I</td>
<td>0.75</td>
<td>0.859</td>
<td>0.859</td>
<td>0.859</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.859</td>
<td>0.858</td>
<td>0.859</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.861</td>
<td>0.857</td>
<td>0.859</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.864</td>
<td>0.854</td>
<td>0.859</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.876</td>
<td>0.837</td>
<td>0.856</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.881</td>
<td>0.660</td>
<td>0.755</td>
</tr>
<tr>
<td>Strasbourg II</td>
<td>0.75</td>
<td>0.824</td>
<td>0.824</td>
<td>0.824</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.826</td>
<td>0.824</td>
<td>0.825</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.829</td>
<td>0.821</td>
<td>0.825</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.836</td>
<td>0.816</td>
<td>0.826</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.858</td>
<td>0.777</td>
<td>0.816</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.999</td>
<td>0.533</td>
<td>0.695</td>
</tr>
<tr>
<td>Strasbourg III</td>
<td>0.75</td>
<td>0.862</td>
<td>0.861</td>
<td>0.861</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.864</td>
<td>0.858</td>
<td>0.861</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.864</td>
<td>0.855</td>
<td>0.860</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.915</td>
<td>0.576</td>
<td>0.707</td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>0.956</td>
<td>0.164</td>
<td>0.281</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>1.000</td>
<td>0.067</td>
<td>0.126</td>
</tr>
</tbody>
</table>
4. The eCognition 5.0 software \(^2\) (Fig 8(e)) (parameters: scale=50, color=0.7, shape=0.3);
5. The ENVI EX 4.8 software \(^3\) (Fig 8(f)) (parameters: scale=30, merge=90).

The table 7 presents the results of the identification using the five segmentations according to different values of the \(\text{minScore}\) parameter. The best F-Measure value is obtained using the supervised segmentation algorithm with expert modifications, followed by the segmentation from ENVI EX, the supervised segmentation, the watershed, and finally the segmentation from eCognition. Note that the segmentations obtained using commercial softwares (eCognition and ENVI EX) offered good identification accuracies but low recalls when the \(\text{minScore}\) was high. This result means that few regions are identified but they are identified with a high degree of confidence. These results confirm that the better the segmentation, the better the results. Furthermore, our method turned out to be highly generic and the results were not as dependent of the segmentation as expected. Indeed, even with the over-segmented result proposed by the eCognition software, our identification method performed well. Finally, for all of the studied segmentations, the best F-measure value is obtained with a \(\text{minScore}\) value of 0.75 or 0.80 which means that the method is able to leverage from this parameter to soften the matching with the knowledgebase leading to a better identification. A trade-off between quality of the identification and the amount of recognized regions is thus easily obtained.

\(^2\)http://www.ecognition.com/
\(^3\)http://www.ittvis.com/
5.2. Experiment on Marseille district

In this section, experiments carried out on the district of Marseille are presented. The aim of these experiments is to highlight the ability of our approach to reuse the knowledge acquired from previous experience. Consequently, we used the knowledge acquired from the Strasbourg images to identify regions in the image of Marseille.

The ground truth provided by the expert for the Marseille district suffered of two problems. First, the number of examples was very low and, second, there was no example of the water class. To evaluate the ability of our approach to deal with these data, we first segmented the Marseille district using the samples from Strasbourg. Then, the regions were labeled firstly, with the KB already used for the experiment on the Strasbourg districts. Secondly, with a KB created from information about the Marseille district. And finally, with a KB where the knowledge from Strasbourg and Marseille were merged. The figure 9 presents the results obtained in that last experiment.

The quality of the results were evaluated using the samples from Marseille. Note that, as there were no example of water in these examples, this class was not evaluated. The results presented in table 8 show that even if there is no knowledge available on the studied image, our approach can be used and rely on the knowledge acquired in the past. Indeed, by using only the knowledge extracted from Strasbourg images, we were able to identify regions in the Marseille image. Furthermore, the results show that when we enriched the KB with the Marseille knowledge, the detection performed even better. This result is consistent as the KB including also the Marseille knowledge had more information about regions extracted from Marseille district.

6. Conclusion

In this paper, the steps to build an urban knowledge-base applied to HSR image analysis were presented and a new knowledge representation was introduced. The approach is based on a domain-dependent knowledge-base developed by experts of the domain. A similarity measure and an exploration procedure of the knowledge-base were used in order to affect a semantic to the regions of a segmented image. The experimental results highlighted the effectiveness of the method, and the obtained results were compared using different segmentation approaches, including commercial softwares. The results also showed that even if there was no knowledge available on a studied area, our approach could be used and rely on the knowledge acquired in the past.
In the future, we will plan several experiments on different types of urban images using other segmentation algorithms. We also wish to integrate the method into a framework of collaborative clustering. Indeed, in [19], collaborative clustering and the knowledge extracted from a knowledge-base were used together. Furthermore, we also plan on using directly the knowledge during the segmentation step [18] in order to build regions easily identifiable. In order to improve and to enrich the content of the knowledge-base, machine learning techniques continues to be developed in order to automatically extract information from the HSR images. In particular, we are focusing on topological relations based on the RCC-8 (Region Connection Calculus) theory.
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