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Abstract. Staying aware of new approaches emerging within specific
areas can be challenging for researchers who have to follow many feeds
such as journals articles, authors’ papers, and other basic keyword-based
matching algorithms. Hence, this paper proposes an information retrieval
process for scientific articles aiming to suggest semantically related arti-
cles using exclusively a knowledge base. The first step categorizes articles
by the disambiguation of their keywords by identifying common cate-
gories within the knowledge base. Then, similar articles are identified
using the information extracted from the categorization, such as syn-
onyms. The experimental evaluation shows that the proposed approach
significantly outperforms the well known cosine similarity measure of
vectors angles inherited from word2vec embeddings. Indeed, there is a
difference of 30% for P@k (k ∈ [1, 100]) in favor of the proposed ap-
proach.

Keywords: Information retrieval · Categorization · Scientific literature · Doc-
ument similarity

1 Introduction

Nowadays, the number of scientific articles available in digital format has ex-
ploded. Their processing is time-consuming and hence, automatic tools are widely
used by researchers to stay up-to-date, as stated by Pain [25]. Improving biblio-
graphic searches could have a positive impact on the scientific literature [30]. The
major challenge of this process is its scalability; indeed, these days, databases
such as arXiv1 and Scilit2 freely propose millions of articles. Thus, text mining
is necessary for suggesting relevant documents regarding a topic. Text mining is
commonly defined as the process of extracting interesting and nontrivial patterns
or knowledge from unstructured text documents. This process involves different
fields, such as information retrieval, text analysis, and categorization.

1 https://arxiv.org/
2 https://www.scilit.net/
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The purpose here is to suggest semantically related scientific articles based
on a categorization method and similarity measure. The approach proposed in
this article aims to improve and extend upon the previous work presented by
Latard et al. [18], henceforth referred to as the original approach. They stated an
approach which categorizes articles using keyword disambiguation, which pro-
vides good results in terms of precision, yet with the drawback of low coverage
(i.e., less than 50% of articles are categorized). Therefore, the objective of the
proposed approach is to have a higher coverage than the original one in terms
of categorized articles in order to compete with the probabilistic approaches
broadly used in text mining. To achieve this, category assignation was trans-
formed to be more permissive than the original approach and lemmatization
was included in the categorization process.

As far as we know, a fully automated cross-domain information retrieval
process for scientific articles exclusively based on an knowledge base does not
exist. Using semantics in this type of process permits extension beyond the scope
of possibilities [1,17] and the introduction of word sense disambiguation. Indeed,
the use of synonyms, hypernyms, etc. is able to complete the query in comparison
to the use of only keywords.

This paper starts by a brief overview of related works (Section 2). Then, the
proposed method is explained (Section 3). Next, Section 4 presents a comparison
with an approach using word embeddings and cosine similarity measure. Finally,
the results will be discussed (Section 5).

2 Related works

In 2018, the number of new scientific papers published per year was estimated to
be over 3 million [11]; therefore, providing the most relevant suggestions has be-
come a challenge. This has led to a growing interest in information retrieval and
information extraction. Information retrieval aims to retrieve the most relevant
documents from a corpus based on a given query. Therefore, it often combines
text mining techniques [8] and similarity measures in order to retrieve the closest
documents. Text mining also embraces information extraction whose purpose is
to extract meaningful information from unstructured documents.

Word embedding covers techniques in natural language processing, where
words of the vocabulary are mapped to real-valued vectors. Semantic similarities
are identified based on the usage of a word in the corpus and its neighbors, as
stated by Firth [2]: ”You shall know a word by the company it keeps!”. In the
literature, word embedding is generally associated with word2vec [21], which is
a tool based on a multi-layer neural network. For example, word2vec generated
models have been used by the Microsoft Academic search engine [12] and by the
Computer Science Ontology classifier [27].

Vector space model is described by Salton et al. [28] as the representation of
the corpus into a m ∗ n, matrix where columns represent the corpus documents
and rows embrace all terms of the entire corpus vocabulary. This vector repre-
sentation is widely used because it provides a practical way to manipulate and



compare documents. Indeed, common similarity measures [9], such as Euclidean
distance and cosine similarity, take advantage of this vector representation.

Word sense disambiguation [23] is the capacity to identify the sense of an
ambiguous word regarding its usage context. In many text mining applica-
tions [20,29], this step of disambiguation is crucial. Knowledge sources are es-
sential for word sense disambiguation; they can be structured, such as thesauri
and ontologies, or unstructured, like sense-annotated corpora.

The categorization workflow [18] used as a base for this work takes advantage
of keywords’ metadata to find semantic relations between an article’s keywords.
In another work, Latard [16] uses these metadata to define a similarity metric
to retrieve similar articles in a corpus.

3 Proposed approach

3.1 Categorization

The categorization of scientific articles is the first step of the proposed approach.
Word sense disambiguation is important knowing that an article’s keywords can
be ambiguous; for example, synthesis can be understood as a logical reason-
ing in a mathematics context or as chemical compound production in chemistry.
Therefore, the knowledge base BabelNet [24] is used to select the most consistent
keyword’s meanings depending on the article’s context. It is a multilingual ency-
clopedic dictionary and a semantic network based on the integration of several
semantic lexicons (WordNet [22], VerbNet) together with collaborative databases
(Wikipedia3 and other Wiki data). It can be seen as a dictionary where a single
word has different meanings called synsets in the rest of this paper with different
senses. Synsets contain several elements of information and for this system, only
three of them are kept: categories (C), domains (D), and neighbor synsets (N).
A synset s is defined as follows:

s = {C,D,N} (1)

Categorization workflow. From their research work, Gil-Leiva and Alonso-
Arroyo [5] highlighted that the keywords provided by authors bring relevant
and meaningful information. In Web Of Science4, keywords are provided by the
authors or by the algorithm ”KeyWords Plus” [4] or both. Given that we assume
that an article’s keywords are legitimate, they are used as the only input in this
step of the process.

Fig. 1 represents the categorization’s step workflow [16]. An article’s keywords
without any preprocessing are used as input to search for an exact match in
BabelNet, but many keywords composed of several words are not indexed in
BabelNet. Hence, in the case of a first stage without results, a second stage, in
which keywords are split, is proposed. Then connected synsets are identified (e.g.,

3 https://www.wikipedia.org/
4 https://www.webofknowledge.com/



Fig. 2) and their related data, such as categories and domains, are extracted and
considered as contextually related to this article.

Keywords
Exact Search

(KWDs)
Format

(stopwords+split)
Further Search

(subKWDs)
Connect

no
yes Categories

Domains

Synsetshas synset

Fig. 1: Simplified workflow of the categorization stage

Keywords Synset id

Category No result

Sub-keywords

Domain

Good connection Wrong connection    HIV
(3 synsets)

Synset: 

HIV and AIDS
(1 synset)

Synset: 

HIV/AIDS

Synset: 

Health_disasters

HIV/AIDS

diseases_and_infections
Sexually_transmitted

Causes_of_death

bn:02916610n

bn:03291444n

bn:00044295n

Populated_places
in_Savojbolagh_County

Pandemics

Synset: 
bn:00044294n

Fig. 2: Simple connection by categories

Improvement. In order to categorize more articles than the original approach,
in other words, increasing the article coverage, less restrictions are applied during
the synset connections. For this part, three points are taken into consideration:
lemmatization, synsets connections by domains, and an article’s categories.

Lemmatization is the process of reducing the different forms of a word to
one single form, commonly called a lemma. For example, play is the lemma of
”playing, played, plays”. Obtaining generic keywords which may have a greater
chance of being indexed in BabelNet is a good solution. Qazanfari et al. [26]
showed that using lemmas improved the precision and accuracy of their rec-
ommendation system. That is why lemmatization is included in both search
approaches (i.e., exact and further). Indeed, the initial keyword set has the first
chance to give results and lemmatization is attempted in a second chance in
the case of an empty result set. Let us focus on the keyword ”Software develop-
ment processes” to demonstrate the benefit of this feature, as it is not indexed
in BabelNet and therefore, nothing is returned using the exact search. At the
this point, the original method launches the further search with the sub-keywords
”Software development”, ”Software processes” and ”development processes” and
gives the set of categories CO. This approach lemmatizes the input before trying
the exact search again with ”Software development process” which retrieves the
categories CL. Even if the retrieved categories are close, a deviation is noticeable



with the ones from CO and, indeed, Marketing digresses from the main topic.
CO = {Software project management, Software development,
Project management, Product development,Marketing,
Computer occupations}
CL = {Software development process, Formal methods,Methodology,
Software engineering}

In the original method, only categories were involved in the synset connection
process because the focus was on precision. Yet, the generality of the domains 5

can be used as an advantage because it is more probable that articles share com-
mon domains. This implies that there are more potential articles with data. Let
us focus on an example, an article with the keywords ”kerosene reforming, novel
combustion technologies, hydrogen assisted combustion” does not have connected
synsets by categories. If domains are taken in consideration (Fig. 3), there are
connections, thus, some synsets are validated (e.g., bn:00020144n, bn:00014024n)
and added to the set AS , which regroups all the synsets of the article A.

kerosene

Synset: 

 Engineering and technology

kerosene reforming

reforming

bn:00020144n
(14 categories)

novel combustion 
technologies

hydrogen assisted 
combustion

Chemistry and mineralogy

combustion
(4 synsets)

technologies

Synset: 
bn:00014024n

Chemistry and mineralogy

Synset: 
bn:00014023n

Synset: 
bn:00005105n
(9 categories)

Engineering and technology

Engineering and technology

hydrogen

assisted

combustion
(4 synsets)

Synset: 
bn:00014024n

Chemistry and mineralogy

Synset: 
bn:00014023n

Synset: 
bn:00096704a

Engineering and technology

Chemistry and mineralogy
Synset: 

bn:00006823n
(8 categories)

Farming

Engineering and technology
Synset:

bn:01145307n
(7 categories)

Chemistry and mineralogy

Computing

Synset: 
bn:01877077n
(5 categories)

Fig. 3: Domains connection

5 BabelNet has 34 domains (e.g., ”Computing”, ”Astronomy”) and many categories
that are mostly inherited from Wikipedia.



The last transformation of the original method concerns the category attribu-
tion. An article’s categories have an important impact on the data augmentation
phase. For the purpose of increasing an article’s coverage, it was decided to assign
all categories from connected synsets to the article (Eq. 2). For example, the cate-
gories ”Sexually transmitted diseases and infections”, ”Health disasters”, ”Pan-
demics”, ”Causes of death” will be added to ”HIV/AIDS” for the article in
Fig. 2.

Let s1, s2 ∈ AS

AC = {c | c ∈ (s1.C ∪ s2.C)}
(2)

where AC is all the categories of the article A.

3.2 Related articles

Finding related articles is the second step of the proposed process, where data
inherited from categorization are exploited. It is divided into two steps: 1) data
augmentation and 2) similarity measurement.

Data augmentation. Data augmentation is necessary because disambiguated
words might be very specific and thus, rare in the corpus. Therefore, neighbors
such as synonyms and hypernyms are extracted from BabelNet’s knowledge base
to expand matching possibilities with other articles. Yet, to avoid bringing un-
related neighbors, they are only selected if they share at least one category with
the article.

Similarity measurement. To determine how similar two articles are, a simi-
larity equation (Eq. 3) was defined [16] based on the three different ways to con-
nect articles. A similarity measurement between sets is computed with weighted
Jaccard indexes.

sim(Ai, Aj) =
1

α+ β + γ
∗

(
α jac(Ki,Kj) +

β

2
jacKN(Ki, Nj ,Kj)

+
β

2
jacKN(Kj , Ni,Ki) + γ jacNN(Ni, Nj ,Ki,Kj)

)
where:

- Kx is the set of keywords’ synsets of the article Ax

- Nx is the set of neighbors’ synsets of the article Ax

- jac(), jacKN() and jacNN() are three Jaccard index variants,

respectively defined in Eq. 4, Eq. 5 and Eq. 6

(3)

There are three different ways to connect articles together which use key-
words’ synsets extracted from both categorization and data augmentation:



1. Keyword intersection: Articles share the same keywords’ synsets, and this is
the obvious and most reliable connection.

jac(Ki,Kj) =
|Ki ∩Kj |
|Ki ∪Kj |

(4)

2. Keyword-Neighbor intersection: Keywords’ synsets of the first article belong
to neighbors of the second article and vice-versa. This connection is consid-
ered as moderately reliable.

jacKN(Ki, Nj ,Kj) =
|Ki ∩Nj |

|Ki ∪Nj | − |Ki ∩Kj |
(5)

3. Neighbor intersection: Articles share the same neighbors; this is the farthest
and least reliable connection.

jacNN(Ni, Nj ,Ki,Kj) =
|Ni ∩Nj |

|Ni ∪Nj | − (|Ki ∩Nj |+ |Ni ∩Kj |)
(6)

An heuristic analysis of the Eq. 3 was realized to evaluate the impact of
the coefficients α, β, and γ. This showed that as the three ways to connect
articles together do not have the same confidence, maximizing α will provide
more accurate results than the maximization of β and γ because the keyword
intersection is the most reliable. Knowing that, the values of 4, 2 and 1 were,
respectively, chosen for α, β, and γ for the rest of this article [16].

4 Evaluation

4.1 Dataset

The analysis presented in this article was performed using Web of Science
Dataset WOS-46985 from Kowsari et al. [14], which has been specifically used
for text classification [15,7]. This dataset contains 46,985 articles from Web of
Science divided into seven domains and 134 categories. For the rest of the eval-
uation, only domains were taken into consideration because the proximity of the
dataset’s categories might lead to high overlapping.

4.2 Metric

Eye tracking studies on user behavior regarding ranked results of a web search
[6,10] showed that the higher the rank, the less attention is paid by the user
to consult this suggestion. Hence, given the number of scientific articles in the
literature, precision at k (P@k) is a suitable metric to evaluate this method, as
the focus is on the first k elements which are considered as the most similar.
Indeed, it is improbable that a user wants to read all similar articles retrieved
in the literature. P@k is defined as follows:

P@k =
#Relevant articles in topk

k
(7)



Articles sharing the same domain were called relevant articles; the maximum
value of k was experimentally set to 100. Yet, this metric has a weak point: the
dependency on k [19]. Let us say that k equals 10 and the method proposes only
six related articles even if these six articles are relevant, the precision would not
be 1 but 0.6. In order to minimize this, a customized topk, called ”linked topk”
was created. The aim is to increase the number of relevant articles retrieved
using their topk (Fig. 4).

topk = {wi, ..., wk} 1 ≤ i ≤ k
where wi is the weight of the ith related article

(8)

Article’s topk w1 w2

Sub-topk w11 w12 w13 w14 w21

w1 w2 w1 ∗ w11 w1 ∗ w12 w1 ∗ w13 w1 ∗ w14 w2 ∗ w21

Article’s linked topk w1 w1 ∗ w12 w2 w1 ∗ w13

Ascending ordering

Fig. 4: Article’s linked topk, with k = 4

4.3 Word2vec and cosine similarity (w2v-cos)

Mikolov et al. [21] introduced word2vec as a machine learning approach using a
multi-layer neural network to learn semantic word proximity. The models trained
by word2vec learning techniques represent the syntactic probabilities of words’
co-occurrence and can be used to predict the next words in a sequence. For the
experiment, the model trained6 on a part of Google News dataset (100 billion
words) was employed. It contains 300-dimensional vectors for 3 million words
and phrases. These vectors are exploited to compute the similarity between two
words.

In this case, each split keyword is passed to the network and the 300-dimension
vectors, in return, are averaged to obtain a mean vector and then stored. To de-
termine the similarity between two articles the cosine similarity measure (Eq. 9)
was chosen.

simc =
Vi · Vj
|Vi| × |Vj |

where Vx is the mean vector of the article Ax.

(9)

6 https://code.google.com/archive/p/word2vec/



The cosine is defined in the interval [−1, 1] but only the positive space [0, 1]
is used in this experiment because all components of article vectors are non-
negative [13]. Two articles with a cosine similarity of 1 are considered as the
same while a similarity of 0 means no correlation between them.

4.4 Analysis

The first notable point is that w2v-cos is largely outperformed by the other
approaches. Indeed, it stagnates around a precision of 19% for k between 1
and 100 (Fig. 5a) while the original approach has an average precision of 25%
and the proposed approach reaches 49%. The article coverage as well as the
permissiveness of the approach during the categorization step can justify the
wide difference between the original and proposed approaches.

As explained earlier, P@k has limits, especially its dependency on the k value,
and thus, the original approach is penalized more than the proposed approach
due to the coverage (46.8% against 88.2% for the proposed approach). The w2v-
cos approach is less impacted; indeed, there are only 11 articles without vector
representation. In order to minimize this dependency, a second version of P@k
was created (Eq.10), which permits the precision to be evaluated on real pro-
posed articles. With this new metric, the precision is not biased by the difference
between k and the number of articles in topk, as is the case with P@k.

P’@k =
#Relevant articles in topk
Number of articles in topk

(10)

Fig. 5b illustrates that the usage of this new metric, the w2v-cos curve (i.e.,
green) is the same as in Fig. 5a because this approach always proposes the maxi-
mum number of articles, except for the 11 articles without vector representation.
Concerning the two others, Fig. 5b shows a slightly advantage for the original
approach; yet, it is necessary to nuance with the total number of pairs retrieved
(Table 1). In fact, P’@100 is nearly the same but the proposed approach re-
trieved 4,108,432 pairs, which is more than twice the number retrieved by the
original approach.

As expected, using linked topk increases the number of proposed pairs and
slightly increases P@k (Fig. 5a). The influence of linked topk is more remarkable
for the original approach; indeed, it lowered the number of missing pairs by

Approach P@100 P’@100 # proposed pairs # correct pairs # missing pairs

w2v-cos 0.185 0.185 4,697,400 867,377 1,100
Original 0.222 0.553 1,831,027 1,041,567 2,867,473

Original-linked 0.259 0.541 2,248,478 1,215,297 2,450,022
Proposed 0.475 0.543 4,108,432 2,234,326 590,068

Proposed-linked 0.478 0.542 4,142,957 2,246,657 555,543

Table 1: Comparison of retrieved pairs with k=100, best values are in bold
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Fig. 5: Curves comparing the different approaches, suffix linked for the ap-
proaches using linked topk

14.6 points. Missing pairs represent the difference between the expected number
of pairs (i.e., # articles * k) and the number of pairs the approach is able
to propose. Yet, this linking tends to bring more wrong pairs than good ones,
as demonstrated with a subtle decrease of P’@100: 1.2 points for the original
approach and 0.2 points for the proposed one. In fact, using topk of the relevant
articles as an intermediary for the construction of linked topk (Fig. 4) introduces
a loss of confidence in the proposed articles. Therefore, if the focus is on quantity,
applying this linking can be a good compromise because the loss of precision is
negligible.

As presented in Fig. 5b, the precision of the different approaches can be
improved. The first thing to notice is the proximity of certain domains, such as
Medical and Psychology. This proximity is reflected in Table 2, which presents
the first seven combinations most found for k between 1 and 100. Indeed, for
each approach, the combination Medical/Psychology appeared in the first three
positions. Let us exemplify this with a concrete case using the original approach,
where Ki is in the Medical domain and Kj is in Psychology :

-Ki = {Alzheimer’s disease, cerebrovascular disease, dementia, estrogen,
menopause, prevention}

-Kj = {Alzheimer’s disease, nonverbal communication, emotional prosody,
behavioral and psychological symptoms of dementia (BPSD)}

Despite the fact that these articles have distinct domains, their keywords
(Ki, Kj) are quite similar. Hence, after the categorization step, they have the
same synsets and are considered as similar, which makes sense in reality. On the
contrary, certain associations seem illogical, like the first set of keywords Ki in
Psychology and the second one Kj in MAE :

- Ki = {Facial, Emotion, Lateralisation, Stroke, Perception}



- Kj = {Battery electrical vehicles, Repertory grid technique, Comparison of
modes of transport, Subjective perception, Emotions}

The categorization step for these sets in the original approach finds the same
synsets coming from perception and emotions and thus, the similarity is 1. In
that case, using the proposed approach, or w2v-cos, which is more permissive,
does not assign a similarity of 1; indeed, more keywords have data and so the
disambiguation is better. Hence, the notion of dissimilarity between these sets
is introduced, which makes sense.

Moreover, the domain overlapping of w2v-cos shows that this approach has
trouble distinguishing Medical from all other domains. This can explain such
a gap in terms of the precision between this approach and the other two. For
example, the two following sets of keywords (Ki, Kj) related to the fields of
medicine and electrical engineering are considered as being highly similar even
though there is no obvious relation. Moreover, no relation is found using the
other two approaches, thus qualifying these sets as uncorrelated.

- Ki = {HCV, Flaviviridae, epidemiology, Saudi Arabia}
- Kj = {Electric machines, Machine control, Magnetic losses, Multilevel sys-

tems, Physics-based modeling, Power system simulation, System analysis}
This example highlights a limit of the w2v-cos approach; indeed, the model

assigns at least one vector for 99.9% of the articles using a probabilistic method [21].
This type of method can be seen as a black box; thus, the method to build
vectors is unclear, which complicates the understanding of such incongruous
associations.

Original Proposed w2v-cos

Medical/Medical 20,074,800 Medical/Medical 46,084,918 Medical/Medical 22,149,123
Psychology/Psychology 11,383,939 Psychology/Medical 18,407,072 CS/Medical 19,929,028

Psychology/Medical 9,754,968 Psychology/Psychology 17,936,117 Medical/Psychology 19,578,757
Biochemistry/Medical 7,119,827 Medical/Biochemistry 16,363,304 Medical/ECE 18,017,840

ECE/ECE 6,368,952 CS/CS 15,058,490 Biochemistry/Medical 17,761,059
Biochemistry/Biochemistry 6,173,909 ECE/ECE 12,009,851 Medical/Civil 13,602,961

CS/CS 5,639,581 Biochemistry/Biochemistry 11,268,296 Medical/MAE 10,052,781

Table 2: Most found domain combinations with the number of occurrences for
each approach

5 Discussion

As stated previously in Section 4.4, the proposed approach outperforms w2v-cos
used as a baseline; yet, the precision can be improved. A possible solution to
increase the precision would be to introduce a threshold. The similarity is de-
fined as between 0 and 1, with 0 corresponding to no correlation. Knowing that,
the study of the distance7 distribution of topk (Fig. 6) can bring relevant infor-
mation towards finding a critical distance. As shown in Fig. 6, as the distance

7 distance = 1 - similarity



increases, the proportion of wrong pairs increases while the precision decreases.
Thus, finding the distance where the wrong predictions start to represent more
than 50% of the proposed pairs and filtering the pairs with a higher distance in
articles’ topk might improve the precision. However, this solution implies a loss
of proposed articles.

In this case, the proposed approach has an average of 55.8% for P’@k (k ∈
[1, 100]). The critical distance is reached at 0.94, where good predictions repre-
sent 51.4% of the proposed pairs. At this point, filtering will decrease the number
of proposed pairs by 20.4 points. This drop goes along with an augmentation
of P’@k average to 56.6%. In this context, the difference between the proposed
approach and its filtered version is marginal and it shows that introducing a
threshold impacts the precision. Given this, more variants of the threshold se-
lection need to be tested such that there will be more information regarding its
influence and the user can choose whether to accept this compromise.
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Fig. 6: Distance distribution and precision of topk using the proposed approach.

6 Conclusion

The aim of this paper was to present a process of suggesting related scientific
articles. This process is composed of two major steps: the categorization and the
suggestion using a similarity measure. The objective of increasing the coverage



compared to the original approach was completed. Indeed, the coverage reaches
88.2% compared to 48.6% for the original approach. However, on this point, w2v-
cos is still superior but it is outperformed by the proposed approach in terms of
precision.

The experiments permitted us to establish that the proposed approach can
compete against probabilistic methods such as baseline w2v-cos. The analysis
highlights that word sense disambiguation is more efficient in the proposed ap-
proach, leading to a much better precision than w2v-cos.

The proposed approach provides promising results and improves upon the
original one. In the future, the reproducibility of this approach could be eval-
uated using another dataset. Moreover, to support the previous assumption, a
comparison with other probabilistic approaches such as the binary independence
retrieval model [3] will be done in future work.
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